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Highlights 
 The state-of-the-art techniques for brain pathology identification (BPI) with two-class 

and multiclass are analyzed using brain magnetic resonance imaging. 

 The detailed investigation of handcrafted feature learning based approach and deep 

neural network based approach is performed. 

 The open issues for further advancement in BPI are discussed. 
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Abstract 

Computer aided diagnostic (CAD) has become a significant tool in expanding patient quality-of-

life by reducing human errors in diagnosis. CAD can expedite decision-making on complex 

clinical data automatically. Since brain diseases can be fatal, rapid identification of brain 

pathology to prolong patient life is an important research topic. Many algorithms have been 

proposed for efficient brain pathology identification (BPI) over the past decade. Constant 

refinement of the various image processing algorithms must take place to expand performance of 

the automatic BPI task.  In this paper, a systematic survey of contemporary BPI algorithms using 
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brain magnetic resonance imaging (MRI) is presented. A summarization of recent literature 

provides investigators with a helpful synopsis of the domain. Furthermore, to enhance the 

performance of BPI, future research directions are indicated. 

Keywords: Brain pathology, Computer aided diagnostic, Classification, Deep learning, Feature 

extraction, Magnetic resonance imaging 

1. Introduction 

The human brain is the seat of higher learning and computation. Often referred to as the central 

processing unit of a human being, the brain is affected by more than 600 different diseases 

including brain tumours, epilepsy, dementia, cerebrovascular diseases, infections, and trauma. 

The World Health Organisation estimates that neurological disorders affect up to one billion 

people worldwide, and remain one of the most disabling diseases of mankind, causing an 

estimated 16.8% of deaths annually [1].  

 

Figure 1: General categories of brain diseases. 
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Neurological disorders are typically devastating to affected patients and their families, often 

depriving the patient of satisfactory quality-of-life. A rapid and timely diagnosis of these 

diseases can therefore significantly improve a patient's life. 

Neurological disorders occur over a broad spectrum, from degenerative diseases like 

Alzheimer’s disease, Parkinson’s disease, vascular disorders such as stroke, intracerebral 

haemorrhage, vascular malformations, neoplastic ailments which range from benign brain 

tumours to life-threatening malignant cancers, and inflammatory disorders which include a 

variety of infections. The various brain diseases are outlined in Figure 1. Each of these clinical 

conditions is diagnosed by radiological imaging, and the value of this tool is unprecedented. 

Imaging modalities are not only helpful in the diagnosis of new disease, but they also form a 

very important role in the follow-up of many neurological diseases. Due to the high volume 

and complexity of the imaging data, it is difficult for experts to assimilate and analyse large 

volumes of data for diagnosis and treatment [2].  The diagnosis is time-consuming, error prone, 

and diagnosticians are subject to fatigue.  Automation in the field of neuroimaging may be 

useful to remedy several of these problems; it could: a) increase accuracy and precision when 

analyzing images [3] b) minimize interobserver variability [4] and c) enhance speed of image 

analysis and reporting [5,6]. These problems are particularly relevant to large populous countries 

including India and China, where computational methods have made faster inroads to Tier 2 and 

3 cities in comparison to the presence of radiologists [7]. Thus, medical analytics require 

development of automated decision systems, which can be done by utilizing computational 

intelligence for fast, accurate, and efficient diagnosis [8], prognosis, and treatment of 

neurological illness [2].  

In the modern era, the computer aided diagnostic (CAD) tool has undergone tremendous 

development. It is designed to monitor the health condition of patients at anytime and anywhere, 

with the help of wireless networks [9]. CAD comprises a dedicated computer system for 

interpreting medical images, thereby serving the radiologist or other doctors to provide second 

opinions (please refer to Figure 2). CAD systems and technology can enhance the diagnostic 

accuracy of radiologists, reduce workload, decrease missing of pathologies due to fatigue, and 

boost the inter and intra reader variability. Since radiologists are the final decision-makers, the 

collaborative effort between radiologists and computer with a CAD tool amplifies the diagnostic 
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ability. On the other hand, CAD systems must be equipped by radiologists in areas such as 

ability to learn and recognize brain diseases. Hence, the development of the CAD system using 

pattern recognition techniques together with machine learning algorithms plays a key role. Any 

such algorithms can be applied to process large datasets when properly implemented. Parallel 

execution of these algorithms can help to accelerate the entire process.    

 

Figure 2: General structure of the diagnostic system. 

In general, the evaluation of brain pathology is done using two types of CAD systems: i) 

a system that categorizes normal and pathological brain by treating the problem as a two-class or 

multiclass problem, and ii) a system that distinguishes the lesions. CAD is the integration of 

several image processing algorithms which includes preprocessing, segmentation, feature 

extraction, dimensionality reduction, and classification. Many different techniques are used to 

develop a CAD tool and various techniques are presented in [10-14, 113]. The cost of 

categorizing a pathological brain as healthy due to some technical flaw in CAD is severe because 

the patients may forgo treatment, which is unacceptable. To rectify, more recent work has been 

concentrated on constructing datasets with more diseased or pathological brain imagery as 

compared to input of normal or healthy brain images. This is to make the classifier more precise 
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towards predicting the diseased brain. Hence, the main focus of this paper is to present a critical 

review of CAD tools useful to identify brain pathology. 

The primary focus of this paper is to provide an overview of artificial intelligence 

techniques that are useful with holistic features for diagnosis of brain pathology. Furthermore, 

we address the methodological exertions made by researchers in order to enhance the 

performance of CAD tools for brain pathology identification (BPI). Finally, open issues for the 

future development of BPI are discussed as possible avenues of research. The remainder of this 

paper is organized as follows: Section 2 addresses imaging modalities and public datasets. The 

complete structure of a state-of-the-art CAD model is delineated in Section 3. Section 4 presents 

discussion and analysis of best performing CAD tools. Finally, this paper concludes in Section 5. 

2. Brain imaging modalities and available datasets 

In recent years, advancing imaging techniques have altered the landscape in the diagnosis 

of complex neurological diseases. The progress in technology has enabled the use of safe 

imaging techniques in hospitals worldwide.  Medical doctors and scientific researchers can 

analyze brain activity and complications using imaging techniques.  Computed tomography (CT) 

and magnetic resonance imaging (MRI) are the two main technologies which have increased 

precision in the diagnosis and management across the spectrum of neurological disorders. The 

former utilizes X-rays for cross-sectional imaging [15]. The later uses a magnetic field to 

reorient hydrogen ions in water molecules and render high-quality imagery of biological 

structures [16].  These techniques are assistive to understand brain structure without need for 

invasive neurosurgery. In addition, positron emission tomography (PET) can provide exquisite 

information to study brain tissues. Figure 3 depicts brain anatomy using various imaging 

modalities
1
.  

                                                             
1
 http://www.med.harvard.edu/aanlib/hms1.html 
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Figure 3: Sample images of various imaging modalities. 

Among these techniques, MRI is efficient, as it provides high contrast of soft tissues, and 

does not emit any ionizing radiation. MRI scanners are particularly well suited to image the non-

bony parts or soft tissues of the body. The brain, spinal cord, and nerves, as well as muscles,  

ligaments, and tendons, are clearly observable with MRI as compared with standard X-rays or 

CT [17]. Primarily, the MRI signal depends on the three parameters: density of protons, and T1 

and T2 relaxation times. T1 and T2 are influenced by tissue rigidity and are responsible for 

divergence among soft tissues [11]. Often, T1- and T2- weighted imagery is useful for 

demonstrating the anatomy and pathology of brain, respectively (please refer to Figure 3, which 

depicts abnormal tissue in various scans). Since MRI produces rich information of various types 

of tissues, it has evolved as a widespread imaging modality in recent years. Due to its attractive 

features, it can be suitably used in the development of CAD tools.    

In order to develop a CAD tool to identify brain pathology, many datasets are publicly 

available. These databases are useful for the evaluation of diagnostic algorithms for 

characterization of brain abnormality. The dataset of Harvard Medical School
2
 is widely used for 

                                                             
2
 http://www.med.harvard.edu/aanlib/ 
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identification of brain abnormality. Other datasets such as the open access series of imaging 

studies (OASIS)
3
 and brain tumor image segmentation (BRATS)

4
 are also used for specific 

disease analysis, such as for analysis of Alzheimer’s disease and brain tumors, respectively. 

Harvard Medical School dataset: 

This dataset provides four classes of major brain diseases viz.: cerebrovascular, neoplastic, 

infectious, and degenerative. The investigators have developed different datasets for the design 

of the CAD tool. The datasets are labeled: Dataset1, Dataset2, Dataset3, Dataset4, and Dataset5, 

and are used with different normal and abnormal count i.e.: DS - total  =  normal + abnormal 

Thus: DS1-66 (18+48), DS2-160(20+140), DS3-255(35+220), DS4-612(83+529), DS5: with 

different normal and abnormal count. All dataset images are of dimension 256 × 256 and were 

acquired along the axial plane using the T2-weighted MRI mode. Diseases such as glioma, 

meningioma, sarcoma, Alzheimer's disease, Alzheimer's disease plus visual agnosia, Pick's 

disease, Huntington's disease, chronic subdural hematoma, cerebral toxoplasmosis, etc., are 

included in the abnormal class. In Dataset4, an extra thirteen abnormalities were added for 

comparison with Dataset3. Figure 4 depicts normal and various abnormal MRIs used in CAD 

tool development. The Harvard Medical School dataset comprises all types of brain 

abnormalities. The work based on this dataset is discussed in the subsequent sections. 

 

                                                             
3
 https://www.oasis-brains.org/ 

 
4
 https://www.smir.ch/BRATS/Start2015 
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Figure 4: Sample MRI-T2 images from Harvard Medical School. 

 

 

3. Generic methodology for CAD tool using MRI  

The development of CAD tools can assist medical doctors in diagnosis, prognosis, and pre-and 

post-surgical processes, depending on whether the subject is healthy or suffering from brain 

disorder such as sarcoma, Pick's disease, etc. The detailing obtained in the MRI brain imagery 

can be utilized to build a CAD tool with the help of image processing algorithms. Since manual 

interpretation of MRIs from a huge repository is a difficult task, this necessitates the 

development of such automated tools.  

In general, two approaches are employed to develop a CAD tool for BPI, described as 

follows: 

Handcrafted feature learning based approach 

Generally, this methodology comprises the following steps: 1) preprocessing, 2) feature 

extraction, 3) dimensionality reduction, 4) feature ranking, and 5) classification. Preprocessing is 
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the initial stage used to boost the feature robustness and classification accuracy of the BPI 

system [109]. Using the second, third, and fourth step, suitable features are generated to 

characterize brain imagery. These features are further independently used by the classifiers to 

categorize normal and pathological brain MRIs. The most commonly used steps are feature 

extraction, dimensionality reduction, and classification. Other steps, such as preprocessing and 

feature ranking, are optional, and integrated by the research community to enhance system 

performance.  The detailed descriptions of these steps are described in the subsequent section. 

The taxonomy of the general architectural flow using a handcrafted feature learning approach for 

BPI is provided in Figure 5.   

 

Figure 5: General block diagram using handcrafted feature learning approach 

Deep neural network based approach 

The deep learning (DL) approach, such as via the convolutional neural network (CNN), stacks 

the numerous convolutional and max-pooling or sub-sampling layers successively. Each layer 

only accepts connections from its preceding layer. It extracts the features hierarchically by 

mapping the raw pixel intensities of an image to feature vectors, with subsequent classification 

via the fully connected layers [18,19]. The CNNs are followed by a max-pool or average pooling 

layer to remove redundant information and to reduce the size of the feature map (please refer to 

Figure 6). The various adjustable parameters are tuned optimally to reduce the misclassification 

error. Recently, it has become a revolutionary technique for pattern recognition and object 

classification. 
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Figure 6: General CNN architecture. 

However in order to learn data coding efficiently in an unsupervised manner, the autoencoder 

(AE) is used [101,102]. It is a type of artificial neural network, and its architecture is shown in 

Figure 7. One or more encoders and decoders are grouped to establish a convolutional AE; in 

this study the encoder includes convolutional and pooling layers and the corresponding decoder 

includes unpooling and deconvolution layers [103].  In [101], the authors have shown that deep 

spatial autoencoding models can be proficiently used to capture normal anatomical variability of 

MRI brain images. The use of convolutional AE is done in [104] to segment the brain lesion 

accurately. 

 

Figure 7: Basic structure of an autoencoder. 

 

3.1.Preprocessing 
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In this stage, the significant brain region can be extracted and enhanced from imagery by 

removing skull tissue or extra cranial tissue features. The skull tissue imagery features can be 

removed with assistance from morphological operations [20]. De-noising techniques include the 

median [21, 22] and Wiener filters [23]. Contrast limited adaptive histogram equalization 

(CLAHE) is a common technique for improving image quality [24-29]. Furthermore, the region 

of interest (ROI) can be extracted via K-means clustering [30] and a pulse coupled neural 

network (PCNN) [31]. Since PCNN is used for edge extraction and image segmentation, its 

modification such as feedback PCNN (FPCNN) [21, 32] and simplified PCNN (SPCNN) [33] 

are used for ROI extraction.  

3.2.Feature extraction 

Various features have been described to characterize brain MRI in prior works. The feature 

design technique is mainly developed to address nonlinearities in brain structure. Different 

investigators have designed efficient features to address the BPI problem. The most popular 

feature choices are computed using the following two approaches:  

I. Employ transformation or decomposition techniques, then use the resultant raw 

coefficients as primary features. 

II. Use raw coefficients, then compute descriptors as primary features. 

 

In the first approach, the discrete wavelet transform (DWT) [22, 23, 32, 34-46] is utilized 

most often. Apart from this, the Gabor wavelet [47], the Ripplet transform Type-I (RT) [48], 

weighted-type fractional Fourier transform (WFRFT) [49], stationary wavelet transform (SWT) 

[50], orthogonal discrete Ripplet-II transform (O-DR2T)[26], DR2T [27], and fast discrete 

curvelet transform (FDCT) [24, 25, 33, 51] are useful for feature extraction.  

In the second approach, the descriptors include: entropy, energy, and skewness. In [52,53], a 

histogram of intensities was calculated, then the improved orthogonal DWT i.e., Slantlet 

transform (ST) is applied to extract lesser relevant features. The features are extracted via the 

gray level co-occurrence matrix (GLCM) using the method of Haralick et al. [54] to analyze 

texture [20, 55, 56].  For improved performance, investigators have modeled wavelet coefficients 

using generalized autoregressive conditional heteroscedasticity (GARCH) [57]. The entropy can 

be implemented to portray image texture, as it can detect randomness. Hence, many research 
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studies have used this statistical measure to quantify texture. In [58], a spider web plot is 

constructed using wavelet entropy, and the calculated area is utilized as the primary feature set. 

The triplets (Shannon entropy, variance, and energy) [59] and entropies [60] are extracted from 

the DWT. The Tsallis entropy is also computed over the coefficients of the wavelet packet 

transform (WPT) [61, 62].  Likewise, the entropy was computed based on the spectra of the 

fractional Fourier transform (FRFT) [63, 64].  Moreover, the dual-tree complex wavelet 

transform (DTCWT) is employed to recover directional selectivity, and variance and entropy 

(VE) are extracted for each direction and decomposition level [65]. The authors have achieved a 

promising result, as DTCWT can detect edges independent of their angle, in contrast to the 

DWT. In [66], fractal dimensions are estimated using the Minkowski-Bouligand dimension 

(MBD) technique.  The extracted MBD features for various box sizes represent the global feature 

vector. In order to decompose the image at different orientations and scales, the curvelet 

transform has been used. For simplicity and reduced redundancy, its next generation i.e. the fast 

discrete curvelet transform (FDCT) is incorporated in CAD tools. The features are derived using 

entropy over sub-bands of curvelet, and the obtained textural features are termed as FCEntF [67]. 

In [29], a comparison of various multiresolution analyses is performed. It is also observed that 

the combination of shearlet transform and textural features have achieved better classification 

accuracy. They have used GLCM based as well as run-length matrix based features for the 

identification of abnormal brain MRIs. Recently, brain imagery has been decomposed using 

variational mode decomposition (VMD) and bidimensional empirical mode decomposition 

(BEMD) [68]. Figure 8 shows the result of various methods to represent brain. The bispectral 

features and entropies are extracted over each coefficient of the resultant decomposition. It is 

noted that VMD with higher order spectra (HOS) can handle both the two-class and multiclass 

scenario effectively. The coefficients of HOS cumulants are very efficient to represent the subtle 

changes in the brain MRIs (please refer to Figure 9).  The features derived from these 

coefficients do not rely on the segmentation and detection algorithms. 
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Figure 8: BEMD, VMD, and shearlet coefficients of normal and abnormal brain MRI images. 
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Figure 9: The coefficients of third order HOS cumulants for normal and abnormal MRI 

images. 

  Apart from these features, the authors have used: two-dimensional PCA (2DPCA) [28], 

intensity of brain MRIs [56], Hu moment invariant [60], eigenbrains [69], scale invariant feature 

transform and histogram of oriented gradient [70], and pseudo Zernike moment [71]. These 

features have shown comparable performances for smaller datasets.  

3.3.Dimensionality reduction  

The main purpose of a dimensionality reduction technique is to preserve the most salient 

information of the data points, while projecting from a high dimensional to a lower dimensional 

space. Generally, dimensionality reduction can be categorized into subspace learning [72] and 
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feature selection methods [73]. These techniques extract useful information from the created 

feature space.  

Principal component analysis (PCA) and linear discriminant analysis (LDA) are classical 

subspace learning methods, and have a proven efficacy in many pattern recognition problems. 

PCA [24-28, 30, 32, 33, 35-44, 46, 48-51, 55, 57, 74] and LDA [24-28, 33, 44, 55, 57] are 

extensively used to reduce redundant information in feature representation. In addition, the 

probabilistic PCA (PPCA) is also used [23, 45]. Since the BPI possesses a highly non-linear data 

point, the graph embedding technique i.e., supervised neighborhood projection embedding 

(SNPE) is proposed in [68].  These methods are motivated by subspace learning on the graph, by 

finding the graph and its corresponding weighting matrix [75]. This preserves the topological 

structure of vertices in the graph, and is able to produce the optimal class separation.  Graph 

embedding ensures that the neighboring data points in the original space are closely situated in 

the reduced space. Occasionally, the authors have also used particle swarm optimization (PSO) 

[20, 29] and normalized mutual information feature selection (NMIFS) [76] to select significant 

features. 

3.4.Feature ranking 

It is one of the important stages utilized to arrange the features based on score. The higher the 

score, the more discriminative is the feature. The class distinguishability of the feature vectors is 

computed using statistical tests such as Wilcoxon [56], Welch’s t-test (WTT) [63], analysis of 

variance (ANOVA) [68]  and  Kruskal-Wallis [77]. 

3.5.Classification 

This stage is focused to make a clinical decision on a pathology of brain or multiple classes of it, 

by discerning patterns corresponding to classes. Factors such as computational resource and 

classification accuracy are considered to select suitable classifiers.  From Table 1 it is evident 

that the appropriate categorization of brain MRI images is possible using supervised techniques, 

such as the extreme learning machine (ELM) [25,67], random forest (RF) [45,46],  back 

propagation neural network (BPNN) [56] and the support vector machine (SVM) [68]. These 

classifiers are only highlighted due to their efficacy in classifying two- and multiclass scenarios 

with sufficient numbers of brain MRI training images.  
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The RF metric is a collection of tree-structured classifiers [78], and it is combined with 

the AdaBoost (ADBRF) classifier to improve stability and accuracy [45].  For generalization and 

fast learning capability, ELM was developed [79]. Furthermore, the kernel technique can be 

applied to ELM to achieve improved performance. The Kernel ELM (KELM) involves a kernel 

parameter and regularization parameter, which require proper tuning to achieve better 

generalization capability.  Hence, during training, the validation set is employed to identify the 

optimal KELM parameters [67].  In BPNN, optimal selection of the number of neurons in the 

hidden layer is a vital issue. A network with lesser or a surplus amount of hidden neurons may 

introduce ambiguity and lead to poor generalization. Hence, a Bayesian regularization algorithm 

can be useful to overcome the overfitting issue of neural networks [56, 80].  Much work has 

employed SVM [81] and its variants i.e., least squares SVM (LS-SVM) [48], generalized 

eigenvalue proximal SVM (GEPSVM) [50], fuzzy SVM (FSVM) [61], and twin SVM (TSVM) 

[63], to achieve promising results. Herein, the maximum margin of the hyperplane is defined by 

the data points known as support vectors. The multiclass categorization is performed by 

employing a one-against-all strategy using binary SVMs.  SVM classification is highly accurate, 

fast, and less susceptible to overfitting, in comparison with other classification methods. Hence, 

the work in [68] outperformed using SVM with a polynomial kernel. It is also noted that PSO 

combined with ELM [24] and SVM [29, 42] can achieve comparable accuracy. Many 

experiments with various datasets are carried out with combinations of classifiers i.e., use of self-

organizing hierarchical PSO (HPSO) [24], sine cosine algorithm (SCA) [25], modified PSO 

(MPSO) [27], modified differential evolution (MDE) [28], adaptive chaotic PSO (ACPSO) [36], 

scaled chaotic artificial bee colony (SCABC) [40], genetic pattern search (GPS) [43], PSO with 

time-varying acceleration-coefficient (PSOTVAC) and Winner-Takes-All (WTA) [59], adaptive 

real-coded biogeography-based optimization (ARCBBO) [64], BBO [82], and quantum-behaved 

PSO (QPSO) [83].  However, such classifiers can predict test images suitably only if the 

nonlinearity of extracted features is correctly addressed in the preceding stage. Figure 10 shows 

the best performance of these classifiers for a sample size of 200 or greater. 
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Figure 10: Accuracy levels achieved by various classifiers with a sample size of 200 or greater.  

The DL techniques such as AlexNet [84] and ResNet-34 [85] are used to learn the feature 

representation of brain MRIs automatically. These algorithms pool feature extraction and 

classification into an integrated neural network. It is observed that the ResNet-34 model achieved 

the highest classification accuracy of 100% for the two class problem. The problems such as face 

recognition, traffic sign recognition, etc. have thousands of images for training and testing. 

However, BPI datasets often contain only a few hundred images. Hence, it is not practical to 

partition these datasets into train and test sets.  More often, a cross-validation scheme is adopted 

to show the robustness of the system. Moreover, various parameters such as accuracy: Acc(%), 

sensitivity: Sen(%), and specificity: Spe(%) are computed to decide whether or not the developed 

system is competent.  

In the following section, feature extraction, dimensionality reduction, and classification 

techniques are reviewed, and their performances are compared in the form of a table (please refer 

to Table 1).  
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Table 1: Comparison of work conducted to identify brain pathology. 

Ref.No DATASET  

DESCRIPTION 

PRE 

PROCESSING/ROI 

SEGMENTATION 

FEATURE 

EXTRACTION 

FEATURE 

REDUCTION/ 

SELECTION 

CLASSIFICATION                                   RESULT  

(Accuracy: Acc(%), Sensitivity: Sen(%), Specificity: 

Spe(%)) 

DEEP NEURAL NETWORK DS4-612/ 

DS5 

DS1-66 DS2-160 DS3-255 

2019 

84 Resampled normal: 

114 

Abnormal: 177 

 AlexNet + transfer learning Acc:100 

Sen-100 

Spe-100 

   

85 Total:613  Convolutional neural network (CNN) based ResNet-34 model Acc:100    

29 Normal: 83 

Abnormal: 529 

CLAHE Shearlet transform + Texture PSO  SVM Acc: 97.38    

68 Normal: 83 

Abnormal: 529 

 VMD + bispectral 

feature 

SNPE+ ANOVA SVM:P3 Acc:98.20    

Acc:90.68 

Sen:99.43 

Spe:89.95 

Class=5 

56 Total:310  Energy of wavelet sub 

bands+ textural features of 

gray level co-occurrence 

matrix+ intensity  

 BPNN Acc: 97.81 

Class:6 

   

105   Local binary pattern and  BPNN Acc: 85.01   Acc: 94.67 
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steerable pyramid 

110 Total: 1074   Deep Transfer Learning (ResNet-50) Acc: 95.23  

    

Class:5 

   

2018 

25  CLAHE FDCT-USFFT PCA+LDA SCA- regularized ELM  Acc:100 Acc:100 Acc:99.73 

86 Normal:18 

Abnormal:107 

 Wavelet-entropy  KELM Acc:97.04 

Sen-97.48 

Spe-94.44 

   

26  CLAHE O-DR2T PCA+LDA Improved Jaya 

algorithm  and ELM 

 Acc:100 Acc:100 

 

Acc:99.69 

 

27  CLAHE DR2T PCA+LDA MPSO-ELM  Acc:100 Acc:100 Acc:99.69 

22 Normal:5 

Abnormal:85 

Median Filter DWT PCA QDA 

(i.e., quadratic 

discriminate 

analysis) 

Acc:98.9    

67 Normal:40 

Abnormal:160 

 

 FCEntF-II  K-ELM Acc:100 Acc:100 Acc:100 Acc: 99.65 

Acc: 93 

Class:5 

28  CLAHE 2D PCA PCA+LDA MDE-ELM  Acc:100 Acc:100 Acc:99.65 
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51   FDCT PCA LS-SVM+RBF  Acc:100 

 

Acc:100 

 

Acc:99.61 

 

71   pseudo Zernike moment  KSVM  Acc:100 Acc: 99.75 

±0.32 

Acc: 99.45 

±0.38 

2017 

24  CLAHE FDCT-WR PCA+LDA IHPSO+ELM  Acc:100 Acc:100 Acc:99.65 

33 Normal:14 

Abnormal: 87 

CLAHE+Simplified 

pulse coupled neural 

network 

FDCT PCA+LDA 

 

 

PNN (i.e., 

probabilistic neural 

network) 

Acc:100 

Sen:100 

Spe:100 

Acc:100 

 

Acc:99.12 

 

Acc:98.04 

 

23 Total:90 Noise reduction using 

Wiener filtering 

DWT PPCA Random subspace 

classifier+KNN ( i.e., 

k-nearest neighbors) 

Acc:100 

Sen:100 

Spe:100 

Acc:100 Acc:100 Acc:99.20 

46 Normal:70 

Abnormal:240 

 DWT PCA RF Acc: 95.70 

Class=6 

   

2016 

66   MBD  SLFN+PSO-TTC  Acc:100 Acc:98.19 Acc:98.08 

82 Normal:5 

Abnormal:85 

 wavelet-energy  BBO-KSVM Acc:97.78 

Sen-98.12 

Spe-92.00 

   

83 Normal:5 

Abnormal:85 

 wavelet-energy  QPSO-KSVM Acc:98.22 

Sen-98.59 
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Spe-92.00 

65   DTCWT + VE   TSVM 

 

 Acc:100 

 

Acc:100 

 

Acc:99.57 

64    FRFE  KC-MLP+ARCBBO  Acc:100 Acc:99.75 Acc:99.53 

45   DWT PPCA ADBRF  Acc:100 Acc:100 Acc:99.53 

2015 

59 OASIS 

Normal controls :97 

Mild cognitive 

impairment: 57 

Alzheimer’s disease 

:24 

 3D DWT+triplets PCA WTA-

SVM+PSOTVAC 

Acc:81.5    

87 Normal:18 

Abnormal:46 

 DWT  and entropy  NB (i.e., Naïve 

Bayes) 

Acc:92.6 

Sen:94.5 

Spe:91.7 

   

61   WPT + Tsallis entropy  FSVM  Acc:100 

 

Acc:100 Acc:99.49 

44   DWT PCA+LDA RF    Acc:99.22 

63   FRFE WTT TSVM  Acc:100 Acc:100 Acc:99.57 

49 Normal:5 

Abnormal:85 

 WFRFT PCA GEPSVM 

 

Acc:99.11 

Sen: 99.53 

Spe: 92 
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50   SWT PCA GEPSVM+RBF kernel  Acc:100 Acc:100 Acc:99.41 

60   DWT+ Entropy +Hu 

moment invariants 

 GEPSVM+RBF kernel  Acc:100 Acc:100 Acc:99.45 

62   WPT+Tsallis entropy  GEPSVM+RBF kernel  Acc:100 Acc:100 Acc:99.53 

77 Normal:25 

Abnormal: 63 

 

 BEMD +AR coefficients   LS-SVM+ RBF kernel  Acc:100   

2013 

57 Normal:10 

Abnormal:70 

 DWT+GARCH PCA+LDA Both k-NN and SVM Acc:100    

48   RT-I PCA LS-SVM  Acc:100 

Sen-100 

Spe-100 

Acc:100 

Sen-100 

Spe-100 

Acc:99.39 

Sen-97 

Spe-99 

 

42 Normal:5 

Abnormal:85 

 DWT PCA PSO-KSVM Acc:97.78 

Sen:98.12 

Spe:92 

   

43 Normal:40 

Abnormal:40 

 DWT PCA GPS-FNN (i.e., 

forward neural 

network) 

Acc:95.18    

58 Normal:15 

Abnormal:60 

 DWT+ spider web plot  PNN Acc:100 
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Acc:100 

(for normal 

and 

degenerative 

disease) 

Class=5 

2012 

55 Normal:41 

Abnormal:79 

 GLCM PCA+LDA Both ANN(i.e., 

artificial neural 

network) and k-NN 

Acc:100 

 

   

88 Normal:10 

Abnormal:56 

 Fractal dimension + 
skewness and kurtosis 

 BPNN Acc:91.78    

30 Normal:6 

Abnormal:54 

K- means clustering 

based coarse image 

segmentation 

WT PCA ELM 

 

Acc:more 

than 94 

 

   

41   DWT PCA KSVM   Acc: 99.38  

32 Normal: 14 

Abnormal:87  

FPCNN DWT PCA BPNN Acc:99 

Sen:100 

Spe:92.8 

   

2011 

38   DWT PCA BPNN  Acc:100   

39 Normal:20 

Abnormal:30 

 DWT PCA k-NN Acc:99    
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89 OASIS  

Normal:50 

Abnormal:50 

 Gabor + Haralick   backpropagation 

network 

Acc:97    

40   DWT PCA FNN+SCABC  Acc:100    

74 Normal:5 

Abnormal:51 

 

 DWT+ first 

order statistics 

PCA Ensemble of classifiers Acc: 

98(normal) 

Class:6 

   

2010 

90 Advanced Medical and 

Dentist Institute, in 

Bertam, Pulau Pinang, 

Malaysia. 

 

 WT  SVM Acc:65    

20 Brain tumor image 

Total:478 

Extra cranial tissue 

removal using 

morphological operations 

Wavelet + first order 

histogram+GLCM 

PSO Modified CPN 

 

Acc:95.02    

36  

 

 DWT PCA ACPSO+FNN   Acc:98.75  

37 Normal:10 

Abnormal: 60 

 DWT PCA k-NN Acc:98.6    

2009 

35 Normal:10 

Abnormal:60 

 DWT PCA k-NN Acc:98.6 

Sen: 98.4 
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Spe:100 

 

2008 

53 Normal:39 

Abnormal:36 

Alzheimer’s disease 

 Intensity histogram +ST  FCM (i.e., fuzzy c-

means) 

Acc:100    

2007 

47 Normal:5 

Abnormal:43 

Alzheimer’s disease 

From Medical 

Image Processing 

Group of University of 

Pennsylvania. 

 Gabor wavelet Mean image SVM with Sigmoid 

kernel 

Acc:100    

2006 

34 Normal:6 

Abnormal:46 

 Wavelet   SVM  

 

Acc:98    

52  Normal:39 

Abnormal:36 

Alzheimer’s disease 

 Intensity histogram +ST  BPNN Acc:100    

* Number of classes are highlighted for multiclass categorization work.  
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4. Discussion 

Computational algorithms or DL have the potential to revolutionize entire areas of analytical 

science, including neuroimaging analysis. Given the centrality of neuroimaging in the diagnosis 

and treatment of neurologic diseases, it may be helpful to improve the ways these diseases are 

diagnosed and treated. Table 1 shows a comparison of all state-of-the-art approaches for recent 

years. From the previous related study it is observed that: 

1. Most of the research work (approximately 96.5%) have incorporated feature extraction 

and classification techniques. These methods include DWT, FDCT, the shearlet 

transform, and VMD, along with textural analysis using various statistical measures. On 

the other hand, only three work have utilized the DL architecture to obtain promising 

results. 

2. Hybrid classification techniques such as a combination of ranking + classification and 

optimization + classification have achieved tremendous performances.  The very high 

accuracy achieved was in the range of 98% to 100%.  

3. A majority of published work have proposed a solution by considering the problem of 

BPI as a two-class for a smaller dataset. In recent papers however, the multiclass scenario 

of BPI is utilized with large dataset and a total number of classes of 5 or 6.  

It is a challenging task to distinguish healthy versus pathological brain MRIs, as they may 

exhibit similar appearance. The non-linearity that exists in the brain data can be analyzed using 

entropy or GLCM based feature descriptors. The entropy based methods such as DWT+triplets 

[59],  WPT+Tsallis entropy [61, 62], FRFE [63], wavelet entropy (WE)  [60, 86], and GLCM 

based methods such as Wavelet + first order histogram + GLCM [20], as well as Gabor 

wavelet+Haralick features [89], have shown promising results as compared to wavelet-based 

methods. In order to represent the 2D singularities, FDCT is used [25, 51, 67]. The authors have 

shown that the entropies based on FDCT are more efficient [67].  A comparison of wavelet, 

curvelet, and shearlet transforms on a large database is performed in [29]. The authors concluded 

that shearlet-based textural analyses are more efficient as compared with wavelet and curvelet 

features. In order to generalize the system, i.e., to work in both a two-class and multiclass 

scenario, investigators have developed a system based on bispectral features extracted from 

VMD coefficients [68]. In addition, they created a graph embedding feature space using SNPE to 
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understand the structure of brain data. The combination of VMD, bispectrum plot, and SNPE are 

more significant and are analyzed using ANOVA, as shown in Tables 2 and 3.  These features 

are highly significant (       ). The classical dimension reduction techniques such as PCA 

and LDA have achieved 100% accuracy for the smaller dataset (please refer to Table 1). These 

methods do not consider the manifold structure, where data may possibly be located. Hence, 

SNPE was proposed for the larger dataset to preserve the manifold structure of each class using 

labeling information [68].  When five different classes are considered, the generated features are 

nonlinear and achieve satisfactory performance. However, for normal and abnormal classes, 

most of the normal features have a higher mean as compared to abnormal features. These 

features are statistically significant and effectively represent the signature of the brain anatomy. 

 

 

 

 

    

 

Table 2: Feature distribution with p-value and F-Value for the multiclass scenario. 

Features 

Normal Cerebrovascular Degenerative Inflammatory Neoplastic 

  Mean SD Mean SD Mean SD Mean SD Mean SD p-Value F-Value 

SNPE2 0.9136 0.0003 0.9146 0.0008 0.9136 0.0007 0.9139 0.0003 0.9138 0.0004 4.51E-46 65.53 

SNPE18 0.3154 0.0002 0.3153 0.0003 0.3154 0.0004 0.3151 0.0003 0.3151 0.0004 8.53E-18 23.11 

SNPE1 -0.4746 0.0001 -0.4732 0.0017 -0.4733 0.0026 -0.4744 0.0002 -0.4744 0.0002 4.84E-16 20.75 

SNPE17 0.0004 0.0002 0.0002 0.0002 0.0003 0.0002 0.0002 0.0002 0.0002 0.0002 5.00E-11 14.12 

SNPE26 1.1573 0.0003 1.1571 0.0003 1.1571 0.0002 1.1571 0.0003 1.1573 0.0003 2.86E-09 11.84 

SNPE4 0.9913 0.0002 0.9915 0.0004 0.9912 0.0006 0.9914 0.0002 0.9915 0.0004 3.13E-09 11.79 

SNPE20 -0.3012 0.0002 -0.3013 0.0003 -0.3014 0.0002 -0.3014 0.0002 -0.3012 0.0002 3.21E-09 11.77 

SNPE10 -0.7589 0.0005 -0.7589 0.0005 -0.7585 0.0005 -0.7587 0.0005 -0.7587 0.0004 3.83E-09 11.68 

SNPE8 0.5560 0.0001 0.5558 0.0003 0.5557 0.0005 0.5559 0.0002 0.5559 0.0003 1.73E-07 9.54 

SNPE13 1.3405 0.0001 1.3406 0.0002 1.3406 0.0001 1.3406 0.0001 1.3405 0.0001 3.31E-07 9.18 

 

Table 3: Feature distribution with p-value and t-value for the two-class scenario. 

Features Normal Abnormal 
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Mean SD Mean SD p-Value t-Value 

SNPE17 0.0004 0.0002 0.0002 0.0002 1.08E-12 7.2735 

SNPE2 0.9136 0.0003 0.9141 0.0007 1.01E-07 5.3891 

SNPE20 -0.3012 0.0002 -0.3013 0.0002 3.54E-07 5.1490 

SNPE1 -0.4746 0.0001 -0.4737 0.0017 6.37E-06 4.5534 

SNPE8 0.5560 0.0001 0.5558 0.0003 9.83E-05 3.9208 

SNPE18 0.3154 0.0002 0.3153 0.0003 2.00E-04 3.7279 

SNPE26 1.1573 0.0003 1.1572 0.0003 5.00E-04 3.4914 

SNPE14 -0.8585 0.0001 -0.8584 0.0002 9.00E-04 3.3126 

SNPE24 0.3524 0.0001 0.3523 0.0002 10.00E-04 3.2852 

SNPE13 1.3405 0.0001 1.3406 0.0001 21.00E-04 3.0838 

 

It is evident that investigators should consider the required hardware capabilities and 

execution time when designing a real-world system. It is observed that graph-based methods can 

be used to understand the inherent topographies of brain data, and they achieve remarkable 

accuracies [68]. Table 4 shows the various best-performed methods for a large brain dataset. It is 

noted from Table 4 that authors have used only 395 features as base features to achieve the 

highest accuracy.   

 

Table 4: Different methods and performances of features.  

References Method # base features #selected 

significant 

features 

Accuracy 

[29] Wavelet-based 136 10 95.09% 

[29] Curvelet-based 4420 10 95.75% 

[29] Shearlet-based 680 15 97.38% 

[68] BEMD-based 316 28 84.47% 

[68] VMD-based 395 25 98.20% 
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These methods have the capability to run on lesser configured standalone personal computers 

(PCs). It is also noted that almost all handcrafted feature techniques require system configuration 

without the need for graphics processing units (GPUs). These methods adopted powerful feature 

extraction and classifiers to achieve acceptable results [29, 56, 68]. Many compact discriminative 

features have emerged during the design of BPI systems, which can be generalized and applied 

to different pattern recognition problems. The hybridization of the classifier techniques i.e., in 

combination with optimization techniques such as ACPSO+forward neural network(FNN)[36], 

FNN+SCABC [40], single-hidden layer feedforward neural-network (SLFN)+PSO-TTC [66], 

BBO+KSVM [82], QPSO+KSVM [83], Kappa coefficient (KC)-multi-layer perceptron 

(MLP)+ARCBBO [64], IHPSO-ELM (i.e., pooling of  self-organizing hierarchical PSO (HPSO) 

and ELM) [24], MPSO-ELM [27], etc., can be avoided using powerful compact features. Hence, 

a supervised classification technique can be used alone with a validation scheme. It is also noted 

that many works have restricted themselves to three datasets i.e., DS1-66, DS2-160, and DS3-

255 (please refer to Table 1), and it is difficult to develop a prototype using these methods. 

In DL based approaches, excellent results are obtained using different architectures. The 

layers of the architecture are elegantly set to achieve satisfactory results. These methods require 

various parameters to be tuned, such as kernel size, number of layers, etc., resulting in a 

substantial computational cost. It is also tedious to obtain optimal values for many parameters.  It 

is noted that systems required for CNN based approaches are highly configured with GPUs [84, 

85].  In addition, such systems have a large memory requirement. In spite of the superior 

performance of the deep neural networks, they produce lower accuracies on negative images 

(i.e., semantic adversarial examples) [91]. The data resampling can be performed to balance the 

samples of normal and abnormal classes [92]. The structure used in [93-100,112] can be 

combined with a handcrafted feature learning approach to increase the robustness of the 

developed model. 

As a summary, complete study is based on the categorization of the brain MRI images 

using holistic features. It is noted that the handcrafted feature approach exhibits promising results 

in handling both two - and multiclass categorization of the brain pathology. Methods such as 

VMD + bispectral features over graph embedding feature space have efficiently handled the 

minute anatomical variations in the brain images. It is also observed that entropy and textural 
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based feature extraction schemes are able to better detect pixel variations. These methodologies 

can be extended to build other CAD tools using fundus images [106,111], ultrasound images 

[107], thermograms [108], etc.  However, CNN based approaches gave the ad hoc solution to 

BPI, rather than the generalized solution.   

Open issues for future development 

Since BPI for all types of abnormalities is an open challenge for the research community, 

at this time it is difficult to determine whether existing methods are sufficient for the task at 

hand. However, for successful implementation of real-world BPI systems, it is suggested that 

investigators could focus on the following issues. 

1. Computing algorithms based on large dataset: There is a need for publicly available 

datasets with large size and diversity in support of new studies. The research community 

should also create a public leaderboard website to submit new results. The computing 

algorithms should consider BPI as a multiclass classification problem, rather than as two-

class. On the other hand, investigators should develop computing algorithms to handle 

uncertainties in the brain data. For which, designing of compact discriminative features to 

represent brain is the key requirement. In addition, to reduce the possibility of human error, 

the system should be robust to the handling of subtle variations in brain data. Thus a novel 

algorithm which uses the complementary advantages of handcrafted feature based and DL 

based methods is suggested to address the large scale BPI problem.  

2. Computing algorithms based on clinical requirements: The computing algorithms need to 

work based upon two or three clinical guidelines. Furthermore, detecting the appropriate 

guidelines and mitigating conflicts are necessary. During which time, the complexity may 

increase in searching for a solution. Hence, a novel optimization technique is required to 

obtain a solution rapidly. At the same time, the process should be general enough so as to 

build a model using global clinical data for prediction of a particular disease.  Therefore, 

medical doctors will be enabled to cross-verify their prescription with the predicted outcome. 

However, standardization analysis and collection of data from various sources will be 

interesting and challenging topics. 
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3. Computing algorithms based on cloud platform: There is a need for mobile application 

(App) which can be networked with medical doctors and their patients. Due to limited 

resource constraints including those of memory and processing speed, the App should utilize 

a cloud in order to execute computationally intensive algorithms. Thus, the system could then 

provide easy access to the on-demand healthcare mobile App and required data. 

The required CAD model with suggested future requirements is shown in Figure 11. 

Herewith, a patient may obtain feedback remotely from medical doctors and concomitant 

sophisticated computing algorithms. This could be rendered as a sustainable care component in 

future healthcare systems to improve patient quality-of-life at an early stage. 

 

 

Figure 11: Advanced CAD model suggested for future implementation. 

 

Moreover, CAD for BPI might even become predominant for diagnostics within the next few 

years, as it has several advantages: 

i. It identifies abnormal signs by comparing images so that a computerized analysis can be 

generated which will provide a secondary opinion. 
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ii. Automation in decision making, extraction, and visualization of complex characteristics 

for the purpose of clinical diagnosis. 

iii. Mobile health services which facilitate doctor monitoring of patient health whenever 

required. 

iv. It can be used by a non-expert radiologist for fast analysis. 

v. Installation of this tool to rural area hospitals will increase the likelihood of early 

detection of fatal brain disease so that it may be cured. 

vi. It can be used as a learning device for practitioners in modern classroom teaching. 

 

5. Conclusion 

In this paper, we have presented an overview of state-of-the-art BPI systems. Over a period of 

time, many efforts have been made by investigators for the successful identification of brain 

pathology. Multiclass categorization of brain pathology using MRIs is still in its infancy. We 

have categorized the existing algorithms as handcrafted versus DL techniques, which were 

compared and reviewed.  The contemporary algorithms have converged to solutions by 

achieving an identification accuracy of approximately 97% - 100%. However, at this time it is 

difficult to answer the question: are handcrafted techniques superior to CNN based techniques, or 

vice versa?  In addition, we have addressed some research issues for future development, and 

suggest that it is a voracious time to further advance the topic of BPI. 
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